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UNIT III 
 
Data Link Control (DLC)  

The data link control (DLC) deals with procedures for communication between twoadjacent 
nodes—node-to-node communicationData link control functions include framing and flow and 
error control. 

1) Framing 
The data-link layer needs to pack bits into frames, so that each frame is distinguishable from 

another. Framing in the data-link layer separates a message from one source to a destinationby 
adding a sender address and a destination address. The destination address defineswhere the 
packet is to go; the sender address helps the recipient acknowledge thereceipt. 

Frames can be of fixed or variable size. In fixed-size framing, there is no need for defining the 
boundaries of the frames; the size itself can be used as a delimiter.In variable-size framing, we 
need a way to define the end of one frame and the beginning of the next. Historically, two 
approaches were used for this purpose: a character-oriented approach and a bit-oriented 
approach. 
 

• Character-oriented farming: 
In character-oriented (or byte-oriented) framing, data to be carried are 8-bit charactersfrom a 

coding system such as ASCII (see Appendix A). The header, which normallycarries the source and 
destination addresses and other control information, and thetrailer, which carries error detection 
redundant bits, are also multiples of 8 bits. Toseparate one frame from the next, an 8-bit (1-byte) 
flag is added at the beginning and theend of a frame. The flag, composed of protocol-dependent 
special characters, signals the start or end of a frame.Character-oriented framing was popular 
when only text was exchanged by thedata-link layers. The flag could be selected to be any 
character not used for text communication. 

Now, however, we send other types of information such as graphs, audio,and video; any 
character used for the flag could also be part of the information. If thishappens, the receiver, when 
it encounters this pattern in the middle of the data, thinks ithas reached the end of the frame. To 
fix this problem, a byte-stuffing strategy wasadded to character-oriented framing. In byte stuffing 
(or character stuffing), a specialbyte is added to the data section of the frame when there is a 
character with the samepattern as the flag. The data section is stuffed with an extra byte. This byte 
is usuallycalled the escape character (ESC) and has a predefined bit pattern. Whenever thereceiver 
encounters the ESC character, it removes it from the data section and treats thenext character as 
data, not as a delimiting flag. 
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• Bit-Oriented Framing 
In bit-oriented framing, the data section of a frame is a sequence of bits to be interpreted by 

the upper layer as text, graphic, audio, video, and so on. However, in addition to headers (and 
possible trailers), we still need a delimiter to separate one frame from the other. Most protocols 
use a special 8-bit pattern flag, 01111110, as the delimiter to define the beginning and the end of 
the frame. 

This flag can create the same type of problem we saw in the character-oriented protocols. 
That is, if the flag pattern appears in the data, we need to somehow inform the receiver that this is 
not the end of the frame. We do this by stuffing 1 single bit (instead of 1 byte) to prevent the 
pattern from looking like a flag. The strategy is called bit stuffing. In bit stuffing, if a 0 and five 
consecutive 1 bits are encountered, an extra 0 is added. This extra stuffed bit is eventually 
removed from the data by the receiver. Note that the extra bit is added after one 0 followed by 
five 1s regardless of the value of the next bit. This guarantees that the flag field sequence does not 
inadvertently appearin the frame. 

 
 

 
 

2) Flow and Error control: 
• Flow Control 
Whenever an entity produces items and another entity consumes them, there should be a 

balance between production and consumption rates. If the items are produced faster than they 
can be consumed, the consumer can be overwhelmed and may need to discard some items. If the 
items are produced more slowly than they can be consumed, the consumer must wait, and the 
system becomes less efficient. Flow control is related to the first issue. 
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The figure shows that the data-link layer at the sending node tries to push framestoward 

the data-link layer at the receiving node. If the receiving node cannot processand deliver the 
packet to its network at the same rate that the frames arrive, it becomes overwhelmed with 
frames. Flow control in this case can be feedback from the receivingnode to the sending node to 
stop or slow down pushing frames. 
Buffers 
Although flow control can be implemented in several ways, one of the solutions is normally to use 
two buffers; one at the sending data-link layer and the other at the receiving data-link layer. A 
buffer is a set of memory locations that can hold packets at the sender and receiver. The flow 
control communication can occur by sending signals from the consumer to the producer. When 
the buffer of the receiving data-link layer is full, it informs the sending data-link layer to stop 
pushing frames. 
 
Error control: 
 A CRC is added to the frame header by the sender and checked by the receiver. 
❑ In the first method, if the frame is corrupted, it is silently discarded; if it is not corrupted, the 
packet is delivered to the network layer. This method is used mostly in wired LANs such as 
Ethernet. 
❑ In the second method, if the frame is corrupted, it is silently discarded; if it is not corrupted, an 
acknowledgment is sent (for the purpose of both flow and error control) to the sender. 
 
Data link layer protocols: 

1) Simple protocol 
A simple protocol with neither flow nor error control. We assume that the receiver can 
immediately handle any frame it receives. In other words, the receiver can never be overwhelmed 
with incoming frames. 
The data-link layer at the sender gets a packet from its network layer, makes a frame out of it, and 
sends the frame. The data-link layer at the receiver receives a frame from the link, extracts the 
packet from the frame, and delivers the packet to its network layer. The data-link layers of the 
sender and receiver provide transmission services for their network layers. 
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2) Stop-and-Wait protocol 
The Stop-and-Wait protocol, which uses both flow and error control. 
(Explained later) 
 
HDLC 
High-level Data Link Control (HDLC) is a bit-orientedprotocol for communication over point-to-
point and multipoint links. 
HDLC defines three types of frames: information frames (I-frames), supervisory frames (S-
frames), and unnumbered frames (U-frames). Each type of frame serves as an envelope for 
the transmission of a different type of message. I-frames are used to data-link user data 
and control information relating to user data (piggybacking). S-frames are used only to 
transport control information. U-frames are reserved for system management. 

 
the fields and their use in different frame types. 
❑ Flag field. This field contains synchronization pattern 01111110, which identifies 
both the beginning and the end of a frame. 
❑ Address field. This field contains the address of the secondary station. If a primary 
station created the frame, it contains a to address. If a secondary station creates the 
frame, it contains a from address. The address field can be one byte or several bytes 
long, depending on the needs of the network. 
❑ Control field. The control field is one or two bytes used for flow and error control. 
❑ Information field. The information field contains the user’s data from the network 
layer or management information. Its length can vary from one network to another. 
❑ FCS field. The frame check sequence (FCS) is the HDLC error detection field. It 
can contain either a 2- or 4-byte CRC. 
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POINT OT POINT PROTOCOL 
The Internet users who need to connect their home 
computers to the server of an Internet service provider use PPP. 
PPP defines the format of the frame to be exchanged between devices. It also defines how 
two devices can negotiate the establishment of the link and the exchange of data. PPP is 
designed to accept payloads from several network layers (not only IP). Authentication is 
also provided in the protocol, but it is optional. The new version of PPP, called Multilink 
PPP, provides connections over multiple links. One interesting feature of PPP is that it 
provides 
network address configuration. This is particularly useful when a home user needs a 
temporary network address to connect to the Internet. 

 
PPP uses a character-oriented (or byte-oriented) frame. 
❑ Flag. A PPP frame starts and ends with a 1-byte flag with the bit pattern 01111110. 
❑ Address. The address field in this protocol is a constant value and set to 11111111 
(broadcast address). 
❑ Control. This field is set to the constant value 00000011 (imitating unnumbered frames 
in HDLC). As we will discuss later, PPP does not provide any flow control. Error control is 
also limited to error detection. 
❑ Protocol. The protocol field defines what is being carried in the data field: either user 
data or other information. This field is by default 2 bytes long, but the two parties can agree 
to use only 1 byte. 
❑ Payload field. This field carries either the user data or other information. The data field is 
a sequence of bytes with the default of a maximum of 1500 bytes; but this can be changed 
during negotiation. The data field is byte-stuffed if the flag byte pattern appears in this 
field. Because there is no field defining the size of the data field, padding is needed if the 
size is less than the maximum default value or the maximum negotiated value. 
❑ FCS. The frame check sequence (FCS) is simply a 2-byte or 4-byte standard CRC. 
 

• Byte Stuffing 
Since PPP is a byte-oriented protocol, the flag in PPP is a byte that needs to be escaped 
whenever it appears in the data section of the frame. The escape byte is 01111101, which 
means that every time the flaglike pattern appears in the data, this extra byte is stuffed to 
tell the receiver that the next byte is not a flag. Obviously, the escape byte itself should be 
stuffed with another escape byte. 
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Media Access Control (MAC) 

 
 

• RANDOM ACCESS 
In random-access or contention methods, no station is superior to another station and 
none is assigned control over another. At each instance, a station that has data to send 
uses a procedure defined by the protocol to make a decision on whether or not to send. 
This decision depends on the state of the medium (idle or busy). 
In a random-access method, each station has the right to the medium without being 
controlled by any other station. However, if more than one station tries to send, there is 
an access conflict—collision—and the frames will be either destroyed or modified. 
 Random access protocols: 

1) ALOHA 
• Pure aloha: 

The original ALOHA protocol is called pure ALOHA. This is a simple but elegant protocol.The 
idea is that each station sends a frame whenever it has a frame to send (multipleaccess). 
However, since there is only one channel to share, there is the possibility of collision 
between frames from different stations. 

 
There are four stations (unrealistic assumption) that contend with one another for 
access to the shared channel. The figure shows that each station sends two frames; there 



SYBScIT /Sem III / Computer networks 

chapter  

are a total of eight frames on the shared medium. Some of these frames collide because 
multiple frames are in contention for the shared channel. Figure shows that only two 
frames survive: one frame from station 1 and one frame from station 3. We need to 
mention that even if one bit of a frame coexists on the channel with one bit from another 
frame, there is a collision and both will be destroyed. It is obvious that we need to resend 
the frames that have been destroyed during transmission. 

The pure ALOHA protocol relies on acknowledgments from the receiver. When a 
station sends a frame, it expects the receiver to send an acknowledgment. If the 
acknowledgment does not arrive after a time-out period, the station assumes that the 
frame (or the acknowledgment) has been destroyed and resends the frame. 

A collision involves two or more stations. If all these stations try to resend their 
frames after the time-out, the frames will collide again. Pure ALOHA dictates that 
when the time-out period passes, each station waits a random amount of time before 
resending its frame. The randomness will help avoid more collisions. We call this time 
the backoff time TB. 

The time-out period is equal to the maximum possible round-trip propagation delay, 
which is twice the amount of time required to send a frame between the two most widely 
separated stations (2 × Tp). The backoff time TB is a random value that normally depends 
on K (the number of attempted unsuccessful transmissions). 
 
Slotted ALOHA 
Pure ALOHA has a vulnerable time of 2 × Tfr. This is so because there is no rule that defines 
when the station can send. A station may send soon after another station has started or 
just before another station has finished. Slotted ALOHA was invented to improve the 
efficiency of pure ALOHA. 
In slotted ALOHA we divide the time into slots of Tfr seconds and force the station 
to send only at the beginning of the time slot. 

 
Because a station is allowed to send only at the beginning of the synchronized time slot, if a 
station misses this moment, it must wait until the beginning of the next time slot. This 
means that the station which started at the beginning of this slot has already finished 
sending its frame. 
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2) CSMA (Carrier sense multiple access) 
To minimize the chance of collision and, therefore, increase the performance, theCSMA 

method was developed. The chance of collision can be reduced if a station senses the 
medium before trying to use it. Carrier sense multiple access (CSMA) requires that each 
station first listen to the medium (or check the state of the medium)before sending. In 
other words, CSMA is based on the principle “sense before transmit”or “listen before talk.” 
CSMA can reduce the possibility of collision, but it cannot eliminate it. 

The possibility of collision still exists because of propagation delay; when a stationsends 
a frame, it still takes time (although very short) for the first bit to reach every stationand for 
every station to sense it. In other words, a station may sense the medium and findit idle, 
only because the first bit sent by another station has not yet been received. 

 
At time t1, station B senses the medium and finds it idle, so it sends a frame. At time 

t2 (t2> t1), station C senses the medium and finds it idle because, at this time, the first bits 
from station B have not reached station C. Station C also sends a frame. The two signals 
collide and both frames are destroyed. 
 

3) CSMA/CD (Carrier sense multiple access with collision detection) 
Carrier Sense Multiple Access/Collision Detect (CSMA/CD) is the protocol for carrier 

transmission access in Ethernet networks. On Ethernet, any device can try to send 
a frame at any time. Each device senses whether the line is idle and therefore available to 
be used. If it is, the device begins to transmit its first frame. If another device has tried to 
send at the same time, a collision is said to occur and the frames are discarded. Each device 
then waits a random amount of time and retries until successful in getting its transmission 
sent. 

For CSMA/CD to work, we need a restriction on the frame size. Before sending the 
lastbit of the frame, the sending station must detect a collision, if any, and abort the 
transmission. This is so because the station, once the entire frame is sent, does not keep a 
copy of the frame and does not monitor the line for collision detection. Therefore, the 
frame transmissiontime Tfr must be at least two times the maximum propagation time Tp. 
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If there is a collision a station sends a short jamming signal to make sure that all other 
stations become aware of the collision. The level of energy in a channel can have three 
values: zero, normal,and abnormal. At the zero level, the channel is idle. At the normal 
level, a station hassuccessfully captured the channel and is sending its frame. At the 
abnormal level, thereis a collision and the level of the energy is twice the normal level. A 
station that has aframe to send or is sending a frame needs to monitor the energy level to 
determine if thechannel is idle, busy, or in collision mode. 
 

4) CSMA/CA (Carrier sense multiple access with collision avoidance) 
CSMA/CA was invented for wireless networks. Collisions are avoided through the use of 

CSMA/CA’s three strategies: the interframe space, the contention window, and 
acknowledgments. 
❑ Interframe Space (IFS). First, collisions are avoided by deferring transmission even if the 
channel is found idle. When an idle channel is found, the station does not send 
immediately. It waits for a period of time called the interframe space or IFS. Even though 
the channel may appear idle when it is sensed, a distant station may have already started 
transmitting. The distant station’s signal has not yet reached this station. The IFS time 
allows the front of the transmitted signal by the distant station to reach this station. After 
waiting an IFS time, if the channel is still idle, the station can send, but it still needs to wait a 
time equal to the contention window. 
❑ Contention Window. The contention window is an amount of time divided into slots. A 
station that is ready to send chooses a random number of slots as its wait time. The 
number of slots in the window changes according to the binary exponential 
backoffstrategy. This means that it is set to one slot the first time and then doubles each 
time the station cannot detect an idle channel after the IFS time. 
❑ Acknowledgment. With all these precautions, there still may be a collision resulting in 
destroyed data. In addition, the data may be corrupted during the transmission. The 
positive acknowledgment and the time-out timer can help guarantee that the receiver has 
received the frame. 
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• Controlled Access 
In controlled access, the stations consult one another to find which station has the right to 
send. A station cannot send unless it has been authorized by other stations. 
Controlled access methods: 

1) Reservation 
In the reservation method, a station needs to make a reservation before sending 

data.Time is divided into intervals. In each interval, a reservation frame precedes the 
dataframes sent in that interval.If there are N stations in the system, there are exactly N 
reservation minislots in thereservation frame. Each minislot belongs to a station. When a 
station needs to send adata frame, it makes a reservation in its own minislot. The stations 
that have made reservationscan send their data frames after the reservation frame. 

 
 

2) Polling 
Polling works with topologies in which one device is designated as a primary station and 

the other devices are secondary stations. All data exchanges must be made through the 
primary device even when the ultimate destination is a secondary device. The primary 
device controls the link; the secondary devices follow its instructions. It is up to the primary 
device to determine which device is allowed to use the channel at a given time. The primary 
device, therefore, is always the initiator of a session. This method uses poll and select 
functions to prevent collisions. However, the drawback is if the primary station fails, the 
system goes down. 
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Select 
The select function is used whenever the primary device has something to send. Remember 
that the primary controls the link. 

Poll 
The poll function is used by the primary device to solicit transmissions from the secondary 
devices. When the primary is ready to receive data, it must ask (poll) each device in turn if it 
has anything to send. When the first secondary is approached, it responds either with a 
NAK frame if it has nothing to send or with data (in the form of a data frame) if it does. If 
the response is negative (a NAK frame), then the primary polls the next secondary in the 
same manner until it finds one with data to send. When the response is positive (a data 
frame), the primary reads the frame and returns an acknowledgment (ACK frame), verifying 
its receipt. 
 

3) Token passing 
In the token-passing method, the stations in a network are organized in a logical ring.In 

other words, for each station, there is a predecessor and a successor. The predecessoris the 
station which is logically before the station in the ring; the successor is the station which is 
after the station in the ring. The current station is the one that is accessing the channel 
now. The right to this access has been passed from the predecessor to the current station. 
The right will be passed to the successor when the current station has no more data to 
send. 

In this method, a special packet called a token circulates through the ring. The 
possessionof the token gives the station the right to access the channel and send its data. 
When astation has some data to send, it waits until it receives the token from its 
predecessor. Itthen holds the token and sends its data. When the station has no more data 
to send, itreleases the token, passing it to the next logical station in the ring. The station 
cannotsend data until it receives the token again in the next round. In this process, when a 
stationreceives the token and has no data to send, it just passes the data to the next 
station.In a token-passing network, stations do not have to be physically connected in a 
ring;the ring can be a logical one. 
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• Channelization 
Channelization (or channel partition, as it is sometimes called) is a multiple-access 

method in which the available bandwidth of a link is shared in time, frequency, or through 
code, among different stations. 
 

1) FDMA (frequency-division multiple access) 
In frequency-division multiple access (FDMA), the available bandwidth is dividedinto 

frequency bands. Each station is allocated a band to send its data. In other words,each 
band is reserved for a specific station, and it belongs to the station all the time. 

Each station also uses a bandpass filter to confine the transmitter frequencies. To 
prevent station interferences, the allocated bands are separated from one another by small 
guard bands. 

 
 

FDMA, is an access method in the data-link layer. The datalinklayer in each station 
tells its physical layer to make a bandpass signal from thedata passed to it. The signal must 
be created in the allocated band. There is no physicalmultiplexer at the physical layer. The 
signals created at each station are automaticallybandpass-filtered. They are mixed when 
they are sent to the commonchannel. 
 

2) TDMA (time-division multiple access) 
In time-division multiple access (TDMA), the stations share the bandwidth of thechannel in 
time. Each station is allocated a time slot during which it can send data.Each station 
transmits its data in its assigned time slot. 

The main problem with TDMA lies in achieving synchronization between the different 
stations. Each station needs to know the beginning of its slot and the location of its slot. 
This may be difficult because of propagation delays introduced in the system if the stations 
are spread over a large area. To compensate for the delays, we can insert guard times. 
Synchronization is normally accomplished by having some synchronization bits (normally 
referred to as preamble bits) at the beginning of each slot. 
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TDMA, on the other hand, is an access method in the data-link layer. The data-link 
layer in each station tells its physical layer to use the allocated time slot. There is no 
physical multiplexer at the physical layer. 
 

3) CDMA (Code-division multiple access) 
CDMA differs from FDMA in that only one channel occupies the entire bandwidth of 

the link. It differs from TDMA in that all stations can send data simultaneously; there is no 
timesharing. CDMA simply means communication with different codes. CDMA is based on 
coding theory. Each station is assigned a code, which is a sequence of numbers called chips. 
the sequences are chosen randomly; they were carefully selected. 

They are called orthogonal sequences and have the following properties: 
1. Each sequence is made of N elements, where N is the number of stations. 
2. If we multiply a sequence by a number, every element in the sequence is multiplied 
by that element. This is called multiplication of a sequence by a scalar. For example, 
 [+1 +1 -1 -1] = [+2 +2 -2 -2] 
3. If we multiply two equal sequences, element by element, and add the results, we 
get N, where N is the number of elements in each sequence. This is called the inner 
product of two equal sequences. For example, 
[+1 +1 -1 -1] • [+1 +1 -1 -1] = 1 + 1 + 1 + 1 = 4 
4. If we multiply two different sequences, element by element, and add the results, 
we get 0. This is called the inner product of two different sequences. For example 
[+1 +1 -1 -1] • [+1 +1 +1 +1] = 1 + 1 -1 - 1 = 0 
5. Adding two sequences means adding the corresponding elements. The result is 
another sequence. For example, 
[+1 +1 -1 -1] + [+1 +1 +1 +1] = [+2 +2 0 0] 

If a station needs to send a 0 bit, it encodes it as −1;if it needs to send a 1 bit, it 
encodes it as +1. When a station is idle, it sends no signal,which is interpreted as a 0. 
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Wired LANs: Ethernet 
 

Ethernet is the most widely installed local area network (LAN) technology. Ethernet is 
a link layer protocol in the TCP/IP stack, describing how networked devices can format data 
for transmission to other network devices on the same network segment, and how to put 
that data out on the network connection. It touches both Layer 1 (the physical layer) 
and Layer 2  (the data link layer) on the OSI network protocol model. Ethernet defines two 
units of transmission, packet and frame. The frame includes not just the "payload" of data 
being transmitted but also addressing information identifying the physical "Media Access 
Control" (MAC) addresses of both sender and receiver, VLAN tagging and quality of 
service information, and error-correction information to detect problems in transmission. 
Each frame is wrapped in a packet, which affixes several bytes of information used in 
establishing the connection and marking where the frame starts. 
 

• Ethernet evolution: 
 

 
 

1) Standard Ethernet 
The original Ethernet technology with the data rate of 10 Mbps is referred to as the 

Standard Ethernet. 
Characteristics of the Standard Ethernet. 
Connectionless and Unreliable Service 
Ethernet provides a connectionless service, which means each frame sent is independent 
of the previous or next frame. Ethernet has no connection establishment or connection 
termination phases. The sender sends a frame whenever it has it; the receiver may or may 
not be ready for it. The sender may overwhelm the receiver with frames, which may result 
in dropping frames. If a frame drops, the sender will not know about it. Since IP, which is 
using the service of Ethernet, is also connectionless, it will not know about it either. If the 
transport layer is also a connectionless protocol, such as UDP, the frame is lost and 
salvation may only come from the application layer. However, if the transport layer is 
TCP, the sender TCP does not receive acknowledgment for its segment and sends it again. 
Ethernet is also unreliable like IP and UDP. 
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Frame format: 
 

 
❑ Preamble. This field contains 7 bytes (56 bits) of alternating 0s and 1s that alert the 
receiving system to the coming frame and enable it to synchronize its clock if it’s out of 
synchronization. The pattern provides only an alert and a timing pulse. The 56-bit pattern 
allows the stations to miss some bits at the beginning of the frame. The preamble is actually 
added at the physical layer and is not (formally) part of the frame. 
❑ Start frame delimiter (SFD). This field (1 byte: 10101011) signals the beginning of the 
frame. The SFD warns the station or stations that this is the last chance for synchronization. 
The last 2 bits are (11)2 and alert the receiver that the next field is the destination address. 
This field is actually a flag that defines the beginning of the frame. We need to remember 
that an Ethernet frame is a variable-length frame. It needs a flag to define the beginning of 
the frame. The SFD field is also added at the physical layer. 
❑ Destination address (DA). This field is six bytes (48 bits) and contains the linklayer 
address of the destination station or stations to receive the packet. We will discuss 
addressing shortly. When the receiver sees its own link-layer address, or a multicast 
address for a group that the receiver is a member of, or a broadcast address, it 
decapsulates the data from the frame and passes the data to the upper layer protocol 
defined by the value of the type field. 
❑ Source address (SA). This field is also six bytes and contains the link-layer address 
of the sender of the packet. We will discuss addressing shortly. 
❑ Type. This field defines the upper-layer protocol whose packet is encapsulated in the 
frame. This protocol can be IP, ARP, OSPF, and so on. In other words, it serves the same 
purpose as the protocol field in a datagram and the port number in a segment or user 
datagram. It is used for multiplexing and demultiplexing. 
❑ Data. This field carries data encapsulated from the upper-layer protocols. It is a 
minimum of 46 and a maximum of 1500 bytes. We discuss the reason for these 
minimum and maximum values shortly. If the data coming from the upper layer is 
more than 1500 bytes, it should be fragmented and encapsulated in more than one 
frame. If it is less than 46 bytes, it needs to be padded with extra 0s. A padded 
data frame is delivered to the upper-layer protocol as it is (without removing the 
padding), which means that it is the responsibility of the upper layer to remove 
or, in the case of the sender, to add the padding. The upper-layer protocol needs 
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to know the length of its data. For example, a datagram has a field that defines the 
length of the data. 
❑ CRC. The last field contains error detection information, in this case a CRC-32. The 
CRC is calculated over the addresses, types, and data field. If the receiver calculates 
the CRC and finds that it is not zero (corruption in transmission), it discards the frame. 
Addressing 

Each station on an Ethernet network (such as a PC, workstation, or printer) has its 
ownnetwork interface card (NIC). The NIC fits inside the station and provides the station 
with a link-layer address. The Ethernet address is 6 bytes (48 bits), normally written in 
hexadecimal notation, with a colon between the bytes. For example, the following 
shows an Ethernet MAC address: 4A:30:10:21:10:1A. 
 
 

2) Fast Ethernet:  
Ethernet made a big jump by increasing the transmission rate to 100 Mbps, and the new 
generation was called the Fast Ethernet. 
The goals of Fast Ethernet can be summarized as follows: 
1. Upgrade the data rate to 100 Mbps. 
2. Make it compatible with Standard Ethernet. 
3. Keep the same 48-bit address. 
4. Keep the same frame format. (refer the frame format of standard ethernet) 

 
Fast Ethernet is designed to connect two or more stations. If there are only two stations, 
they can be connected point-to-point. Three or more stations need to be connected in a 
star topology with a hub or a switch at the center. 
A new feature added to Fast Ethernet is called autonegotiation. It allows a station or a 
hub a range of capabilities. Autonegotiation allows two devices to negotiate the mode 
or data rate of operation. It was designed particularly to allow incompatible devices to 
connect to one another. 
 

3) Gigabit Ethernet: 
The need for an even higher data rate resulted in the design of the Gigabit Ethernet 

Protocol (1000 Mbps). 
The goals of the Gigabit Ethernet design can be summarized as follows: 
1. Upgrade the data rate to 1 Gbps. 
2. Make it compatible with Standard or Fast Ethernet. 
3. Use the same 48-bit address. 
4. Use the same frame format. 
5. Keep the same minimum and maximum frame lengths. 
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6. Support autonegotiation as defined in Fast Ethernet. 
Gigabit Ethernet has two distinctive approaches for medium access: half-duplex and 
fullduplex. 
Gigabit Ethernet is designed to connect two or more stations. If there are only two stations, 
they can be connected point-to-point. Threeor more stations need to be connected in a star 
topology with a hub or a switch at the center. 

 
 

4) 10 Gigabit Ethernet: 
The idea is to extend the technology, the data rate, and the coverage distance so 
that the Ethernet can be used as LAN and MAN (metropolitan area network). 
The goals of the 10 Gigabit Ethernet design can be summarized as upgrading the data rate 
to 10 Gbps, keeping the same frame size and format, and allowing the interconnection of 
LANs, MANs, and WAN possible. This data rate is possible only with fiber-optic technology 
at this time. 
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Wireless LANs 
Wireless communication is one of the fastest-growing technologies. The demand for 
connecting devices without the use of cables is increasing everywhere. Wireless LANs 
can be found on college campuses, in office buildings, and in many public areas. 

• Architectural Comparison 
1) Medium 

The first difference we can see between a wired and a wireless LAN is the medium. In a 
wired LAN, we use wires to connect hosts. In a wireless LAN, the medium is air, the signal is 
generally broadcast. When hosts in a wireless LAN communicate with each other, they are 
sharing the same medium (multiple access). 

2) Hosts 
In a wired LAN, a host is always connected to its network at a point with a fixed linklayer 
address related to its network interface card (NIC).In a wireless LAN, a host is not physically 
connected to the network; it can move freely (as we’ll see) and can use the services 
provided by the network. 

3) Isolated LANs 
A wired isolated LAN is a set of hosts connected via a link-layer switch (in the recent 
generation of Ethernet). A wireless isolated LAN, called an ad hoc network in wireless 
LAN terminology, is a set of hosts that communicate freely with each other. 

4) Connection to Other Networks 
A wired LAN can be connected to another network or an internetwork such as the Internet 
using a router. A wireless LAN may be connected to a wired infrastructure network, to a 
wireless infrastructure network, or to another wireless LAN. In this case, the wireless LAN is 
referred to as an infrastructure network, and the connection to the wired infrastructure, 
such as the Internet, is done via a device called an access point (AP). 
 

• Characteristics 
1) Attenuation 

The strength of electromagnetic signals decreases rapidly because the signal disperses in all 
directions; only a small portion of it reaches the receiver. The situation becomes worse with 
mobile senders that operate on batteries and normally have small power supplies. 

2) Interference 
Another issue is that a receiver may receive signals not only from the intended sender, but 
also from other senders if they are using the same frequency band. 

3) Multipath Propagation 
A receiver may receive more than one signal from the same sender because 
electromagnetic waves can be reflected back from obstacles such as walls, the ground, or 
objects. The result is that the receiver receives some signals at different phases (because 
they travel different paths). This makes the signal less recognizable. 

4) Error 
With the above characteristics of a wireless network, we can expect that errors and error 
detection are more serious issues in a wireless network than in a wired network. If we think 
about the error level as the measurement of signal-to-noise ratio (SNR), wecan better 
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understand why error detection and error correction and retransmission are more 
important in a wireless network. 
 

• IEEE 802.11 PROJECT 
IEEE has defined the specifications for a wireless LAN, called IEEE 802.11, which covers the 
physical and data-link layers. It is sometimes called wireless Ethernet. 

• Architecture 
The standard defines two kinds of services: the basic service set (BSS) and the extended 

service set (ESS). 
• Basic Service Set 

IEEE 802.11 defines the basic service set (BSS) as the building blocks of a wireless LAN. A 
basic service set is made of stationary or mobile wireless stations and an optional central 
base station, known as the access point (AP).The BSS without an AP is a stand-alone 
network and cannot send data to other BSSs. It is called an ad hoc architecture. In this 
architecture, stations can form a network without the need of an AP; they can locate one 
another and agree to be part of a BSS. A BSS with an AP is sometimes referred to as an 
infrastructure BSS. 

 

• Extended Service Set 
An extended service set (ESS) is made up of two or more BSSs with APs. In thiscase, the 
BSSs are connected through a distribution system, which is a wired or awireless network. 
The distribution system connects the APs in the BSSs. IEEE802.11 does not restrict the 
distribution system; it can be any IEEE LAN such as anEthernet. Note that the extended 
service set uses two types of stations: mobile andstationary. The mobile stations are normal 
stations inside a BSS. The stationary stationsare AP stations that are part of a wiredLAN. 

 
• BLUETOOTH: 
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Bluetooth is a wireless LAN technology designed to connect devices of different functions 
such as telephones, notebooks, computers (desktop and laptop), cameras, printers, and 
even coffee makers when they are at a short distance from each other. A Bluetooth LAN is 
an ad hoc network, which means that the network is formed spontaneously; the devices, 
sometimes called gadgets, find each other and make a network called a piconet. A 
Bluetooth LAN can even be connected to the Internet if one of the gadgets has this 
capability. A Bluetooth LAN, by nature, cannot be large. If there are many gadgets that try 
to connect, there is chaos. 

• Architecture 
Bluetooth defines two types of networks: piconet and scatternet. 

Piconets 
A Bluetooth network is called a piconet, or a small net. A piconet can have up to eight 
stations, one of which is called the primary; the rest are called secondaries. All the 
secondary stations synchronize their clocks and hopping sequence with the primary. Note 
that a piconet can have only one primary station. The communication between the primary 
and secondary stations can be one-to-one or one-to-many.Although a piconet can have a 
maximum of seven secondaries, additional secondaries can be in the parked state. A 
secondary in a parked state is synchronized with the primary, but cannot take part in 
communication until it is moved from the parked state to the active state. Because only 
eight stations can be active in a piconet, activating a station from the parked state means 
that an active station must go to the parked state. 
 

 
Scatternet 
Piconets can be combined to form what is called a scatternet. A secondary station in 
one piconet can be the primary in another piconet. This station can receive messages 
from the primary in the first piconet (as a secondary) and, acting as a primary, deliver 
them to secondaries in the second piconet. A station can be a member of two piconets. 
Figure 15.18 illustrates a scatternet. 
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Bluetooth Devices 
A Bluetooth device has a built-in short-range radio transmitter. The current data rate is 
1 Mbps with a 2.4-GHz bandwidth. 
 

• Bluetooth Layers 

 
L2CAP 
The Logical Link Control and Adaptation Protocol, or L2CAP (L2 here means LL), is roughly 
equivalent to the LLC sublayer in LANs. It is used for data exchange on an ACL link; SCO 
channels do not use L2CAP. 

 
The 16-bit length field defines the size of the data, in bytes, coming from the upper layers. 
Data can be up to 65,535 bytes. The channel ID (CID) defines a unique identifier for the 
virtual channel created at this level. 
The L2CAP has specific duties: multiplexing, segmentation and reassembly, quality 
of service (QoS), and group management. 

• Baseband Layer 
The baseband layer is roughly equivalent to the MAC sublayer in LANs. The access 
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method is TDMA. The primary and secondary stations communicate with each other using 
time slots. 
TDMA 
Bluetooth uses a form of TDMA that is called TDD-TDMA (time-division duplex TDMA). TDD-
TDMA is a kind of half-duplex communication in which the sender and receiver send and 
receive data, but not at the same time (half-duplex); however, the communication for each 
direction uses different hops. This is similar to walkie-talkies using different carrier 
frequencies. 

 
The following describes each field: 
❑ Access code. This 72-bit field normally contains synchronization bits and the identifier of 
the primary to distinguish the frame of one piconet from that of another. 
❑ Header. This 54-bit field is a repeated 18-bit pattern. Each pattern has the following 
subfields: 
a. Address. The 3-bit address subfield can define up to seven secondaries (1 to 7). If the 
address is zero, it is used for broadcast communication from the primary to all secondaries. 
b. Type. The 4-bit type subfield defines the type of data coming from the upper layers. We 
discuss these types later. 
c. F. This 1-bit subfield is for flow control. When set (1), it indicates that the device is unable 
to receive more frames (buffer is full). 
d. A. This 1-bit subfield is for acknowledgment. Bluetooth uses Stop-and-Wait ARQ; 1 bit is 
sufficient for acknowledgment. 
e. S. This 1-bit subfield holds a sequence number. Bluetooth uses Stop-and-Wait ARQ; 1 bit 
is sufficient for sequence numbering. 
f. HEC. The 8-bit header error correction subfield is a checksum to detect errors in each 18-
bit header section. The header has three identical 18-bit sections. The receiver compares 
these three sections, bit by bit. If each of the corresponding bits is the same, the bit is 
accepted; if not, the majority opinion rules. This is a form of forward error correction (for 
the header only). This double error control is needed because the nature of the 
communication, via air, is very noisy. Note that there is no retransmission in this sublayer. 
❑ Payload. This subfield can be 0 to 2740 bits long. It contains data or control information 
coming from the upper layers. 

• Radio Layer 
The radio layer is roughly equivalent to the physical layer of the Internet model. Bluetooth 
devices are low-power and have a range of 10 m. 



SYBScIT /Sem III / Computer networks 

chapter  

Other Wireless Networks 
• WiMAX 

The people want to have access to the Internet from home or office (fixed) where the wired 
access to the Internet is either not available or is expensive. Second, people need to access 
the Internet when they are using their cellular phones (mobiles). The Worldwide 
Interoperability for Microwave Access (WiMAX) has been designed for these types of 
applications. It provides the “last mile” broadband wireless access. 

• Services 
WiMAX provides two types of services to subscribers: fixed and mobile. 

• Fixed WiMAX 
A base station can use different types of antenna (omnidirectional, sector, or panel) to 
optimize the performance. WiMAX uses a beamsteering adaptive antenna system (AAS). 
While transmitting, it can focus its energy in the direction of the subscriber; while receiving, 
it can focus in the direction of the subscriber station to receive maximum energy sent by 
the subscriber.The fixed service can be compared with the service provided by the 
telephone and the network companies using wired connections. WiMAX also uses a MIMO 
antenna system, which can provide simultaneous transmitting and receiving. 

 
• Mobile WiMAX 

The idea behind mobile service. It is the same as fixed service except the subscribers are 
mobile stations that move from one place to another. The same issues involved in the 
cellular telephone system, such as roaming, are present here. 
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• CELLULAR TELEPHONY 
Cellular telephony is designed to provide communications between two moving units, 

called mobile stations (MSs), or between one mobile unit and one stationary unit,often 
called a land unit. A service provider must be able to locate and track a caller, assign a 
channel to the call, and transfer the channel from base station to base station as the caller 
moves out of range.To make this tracking possible, each cellular service area is divided into 
small regions called cells. Each cell contains an antenna and is controlled by a solar- or AC-
powered network station, called the base station (BS). Each base station, in turn, is 
controlled by a switching office, called a mobile switching center (MSC). The MSC 
coordinates communication between all the base stations and the telephone central office. 
It is a computerized center that is responsible for connecting calls, recording call 
information, and billing. Cell size is not fixed and can be increased or decreased depending 
on the population of the area. 

 
 
*The operation of the cellular telephony. 
*Frequency-Reuse Principle 
In general, neighboring cells cannot use the same set of frequencies for communication 
because doing so may create interference for the users located near the cell boundaries. 
However, the set of frequencies available is limited, and frequencies need to be reused. A 
frequency reuse pattern is a configuration of N cells, N being the reuse factor, in which 
each cell uses a unique set of frequencies. When the pattern is repeated, the frequencies 
can be reused. 
*Transmitting 
To place a call from a mobile station, the caller enters a code of 7 or 10 digits (a phone 
number) and presses the send button. The mobile station then scans the band, seeking a 
setup channel with a strong signal, and sends the data (phone number) to the closest base 
station using that channel. The base station relays the data to the MSC. The MSC sends 
the data on to the telephone central office. If the called party is available, a connection is 
made and the result is relayed back to the MSC. At this point, the MSC assigns an unused 
voice channel to the call, and a connection is established. The mobile station automatically 
adjusts its tuning to the new channel, and communication can begin.  
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*Receiving 
When a mobile phone is called, the telephone central office sends the number to the 
MSC. The MSC searches for the location of the mobile station by sending query signals 
to each cell in a process called paging. Once the mobile station is found, the MSC 
transmits a ringing signal and, when the mobile station answers, assigns a voice channel 
to the call, allowing voice communication to begin. 
*Handoff 
It may happen that, during a conversation, the mobile station moves from one cell to 
another. When it does, the signal may become weak. To solve this problem, the MSC 
monitors the level of the signal every few seconds. If the strength of the signal diminishes, 
the MSC seeks a new cell that can better accommodate the communication. The MSC then 
changes the channel carrying the call (hands the signal off from the old channel to a new 
one). 
*Hard Handoff 
Early systems used a hard handoff. In a hard handoff, a mobile station only communicates 
with one base station. When the MS moves from one cell to another, communication must 
first be broken with the previous base station before communication can be established 
with the new one. This may create a rough transition. 
*Soft Handoff 
New systems use a soft handoff. In this case, a mobile station can communicate with two 
base stations at the same time. This means that, during handoff, a mobile station may 
continue with the new base station before breaking off from the old one. 
*Roaming 
One feature of cellular telephony is called roaming. Roaming means, in principle, that a user 
can have access to communication or can be reached where there is coverage. A service 
provider usually has limited coverage. Neighboring service providers can provide extended 
coverage through a roaming contract. The situation is similar to snail mail between 
countries. The charge for delivery of a letter between two countries can be divided upon 
agreement by the two countries. 
 

• First Generation (1G) 
Cellular telephony is now in its fourth generation. The first generation was designed for 
voice communication using analog signals. 

• Second Generation (2G) 
To provide higher-quality (less noise-prone) mobile voice communications, the second 
generation of the cellular phone network was developed. While the first generation was 
designed for analog voice communication, the second generation was mainly designed 
for digitized voice. 

• Third Generation (3G) 
The third generation of cellular telephony refers to a combination of technologies that 
provide both digital data and voice communication. Using a small portable device, a person 
is able to talk to anyone else in the world with a voice quality similar to that of the existing 
fixed telephone network. A person can download and watch a movie, download and listen 
to music, surf the Internet or play games, have a video conference,and do much more. One 
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of the interesting characteristics of a third-generation system is that the portable device is 
always connected; you do not need to dial a number to connect to the Internet. 
 

• SATELLITE NETWORKS 
A satellite network is a combination of nodes, some of which are satellites, that provides 
communication from one point on the Earth to another. A node in the network 
can be a satellite, an Earth station, or an end-user terminal or telephone. 
Satellite networks are like cellular networks in that they divide the planet into cells. 
Satellites can provide transmission capability to and from any location on Earth, no 
matter how remote. This advantage makes high-quality communication available to 
undeveloped parts of the world without requiring a huge investment in ground-based 
infrastructure. 
*Operation 
Some general issues related to the operation of satellites. 
*Orbits 
An artificial satellite needs to have an orbit, the path in which it travels around the Earth. 
The orbit can be equatorial, inclined, or polar. 

 
*Footprint 
Satellites process microwaves with bidirectional antennas (line-of-sight). Therefore, the 
signal from a satellite is normally aimed at a specific area called the footprint. The signal 
power at the center of the footprint is maximum. The power decreases as we move out 
from the footprint center. 
*Frequency Bands for Satellite Communication 
The frequencies reserved for satellite microwave communication are in the gigahertz (GHz) 
range. Each satellite sends and receives over two different bands. Transmission from the 
Earth to the satellite is called the uplink. Transmission from the satellite to the Earth is 
called the downlink. 
 

• Three Categories of Satellites 
Based on the location of the orbit, satellites can be divided into three categories: 
geostationary Earth orbit (GEO), low-Earth-orbit (LEO), and medium-Earth-orbit (MEO). 

• GEO Satellites 
Line-of-sight propagation requires that the sending and receiving antennas be locked onto 
each other’s location at all times (one antenna must have the other in sight). For this 
reason, a satellite that moves faster or slower than the Earth’s rotation is useful only for 
short periods. To ensure constant communication, the satellite must move at the same 
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speed as the Earth so that it seems to remain fixed above a certain spot. Such satellites are 
called geostationary. 
Because orbital speed is based on the distance from the planet, only one orbit can be 
geostationary. This orbit occurs at the equatorial plane and is approximately 22,000 mi 
from the surface of the Earth. 

• MEO Satellites 
Medium-Earth-orbit (MEO) satellites are positioned between the two Van Allen belts. 
A satellite at this orbit takes approximately 6 to 8 hours to circle the Earth. 
Global Positioning System 
One example of a MEO satellite system is the Global Positioning System (GPS), contracted 
and operated by the U.S. Department of Defense, orbiting at an altitude about 
18,000 km (11,000 mi) above the Earth. The system consists of 24 satellites and is used 
for land, sea, and air navigation to provide time and location for vehicles and ships. 

• LEO Satellites 
Low-Earth-orbit (LEO) satellites have polar orbits. The altitude is between 500 and 2000 

km, with a rotation period of 90 to 120 min. The satellite has a speed of 20,000 to 25,000 
km/h. A LEO system usually has a cellular type of access, similar to the cellular telephone 
system. The footprint normally has a diameter of 8000 km. Because LEO satellites are close 
to Earth, the round-trip time propagation delay is normally less than 20 ms, which is 
acceptable for audio communication. 

A LEO system is made of a constellation of satellites that work together as a network; 
each satellite acts as a switch. Satellites that are close to each other are connected through 
intersatellite links (ISLs). A mobile system communicates with the satellite through a user 
mobile link (UML). A satellite can also communicate with an Earth station (gateway) 
through a gateway link (GWL). 
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Connecting Devices and Virtual LANs 
• CONNECTING DEVICES 

 
• Hubs 

A hub is a device that operates only in the physical layer. Signals that carry information 
within a network can travel a fixed distance before attenuation endangers the integrity 
of the data. A repeater receives a signal and, before it becomes too weak or corrupted, 
regenerates and retimes the original bit pattern. The repeater then sends the refreshed 
signal. In the past, when Ethernet LANs were using bus topology, a repeater was used 
to connect two segments of a LAN to overcome the length restriction of the coaxial cable. 
Today, however, Ethernet LANs use star topology. In a star topology, a repeater is a 
multiport device, often called a hub, that can be used to serve as the connecting point and 
at the same time function as a repeater. 

 
• Link-Layer Switches 

A link-layer switch (or switch) operates in both the physical and the data-link layers. As a 
physical-layer device, it regenerates the signal it receives. As a link-layer device, the link-
layer switch can check the MAC addresses (source and destination) contained in the frame. 
*Filtering 
One may ask what the difference in functionality is between a link-layer switch and a hub. A 
link-layer switch has filtering capability. It can check the destination address of a frame and 
can decide from which outgoing port the frame should be sent. 
*Transparent Switches 
A transparent switch is a switch in which the stations are completely unaware of the 
switch’s existence. If a switch is added or deleted from the system, reconfiguration of the 
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stations is unnecessary. According to the IEEE 802.1d specification, a systemequipped with 
transparent switches must meet three criteria: 
❑ Frames must be forwarded from one station to another. 
❑ The forwarding table is automatically made by learning frame movements in the 
network. 
❑ Loops in the system must be prevented. 
*Forwarding 
A transparent switch must correctly forward the frames, as discussed in the previous 
section. 
*Learning 
A better solution to the static table is a dynamic table that maps addresses to ports 
(interfaces) automatically. To make a table dynamic, we need a switch that gradually learns 
from the frames’ movements. To do this, the switch inspects both the destination and the 
source addresses in each frame that passes through the switch. The destination address is 
used for the forwarding decision (table lookup); the source address is used for adding 
entries to the table and for updating purposes. 

• Advantages of Switches 
A link-layer switch has several advantages over a hub. We discuss only two of them here. 
*Collision Elimination 
A link-layer switch eliminates the collision. This means increasing the average bandwidth 
available to a host in the network. In a switched LAN, there is no need for carrier sensing 
and collision detection; each host can transmit at any time. 
*Connecting Heterogenous Devices 
A link-layer switch can connect devices that use different protocols at the physical 
layer (data rates) and different transmission media. As long as the format of the frame at 
the data-link layer does not change, a switch can receive a frame from a device that 
uses twisted-pair cable and sends data at 10 Mbps and deliver the frame to another 
device that uses fiber-optic cable and can receive data at 100 Mbps. 
 

• Routers 
A router is a three-layer device; it operates in the physical, data-link, and network layers. 
As a physical-layer device, it regenerates the signal it receives. As a link-layer device, the 
router checks the physical addresses (source and destination) contained in the packet. As a 
network-layer device, a router checks the network-layer addresses. 
There are three major differences between a router and a repeater or a switch. 
1. A router has a physical and logical (IP) address for each of its interfaces. 
2. A router acts only on those packets in which the link-layer destination address 
matches the address of the interface at which the packet arrives. 
3. A router changes the link-layer address of the packet (both source and destination) 
when it forwards the packet. 
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• VIRTUAL LANS 
Virtual local area network (VLAN) as a local area network configured by software, not by 
physical wiring. The whole idea of VLAN technology is to divide a LAN into logical, instead of 
physical, segments. A LAN can be divided into several logical LANs, called VLANs. Each VLAN 
is a work group in the organization. If a person moves from one group to another, there is 
no need to change the physical configuration. The group membership in VLANs is defined 
by software, not hardware. Any station can be logically moved to another VLAN. All 
members belonging to a VLAN can receive broadcast messages sent to that particular VLAN. 
This means that if a station moves from VLAN 1 to VLAN 2, it receives broadcast messages 
sent to VLAN 2, but no longer receives broadcast messages sent to VLAN 1. 
**Membership 
Vendors use different characteristics such as interface numbers, port numbers, MAC 
addresses, IP addresses, IP multicast addresses, or a combination of two or more of these. 
Interface Numbers Some VLAN vendors use switch interface numbers as a membership 
characteristic. For example, the administrator can define that stations connecting to ports 
1, 2, 3, and 7 belong to VLAN 1, stations connecting to ports 4, 10, and 12 belong to VLAN 2, 
and so on. 
 
*MAC Addresses 
Some VLAN vendors use the 48-bit MAC address as a membership characteristic. For 
example, the administrator can stipulate that stations having MAC addresses 
E2:13:42:A1:23:34 and F2:A1:23:BC:D3:41 belong to VLAN 1. 
*IP Addresses 
Some VLAN vendors use the 32-bit IP address as a membership characteristic. For example, 
the administrator can stipulate that stations having IP addresses 181.34.23.67, 
181.34.23.72, 181.34.23.98, and 181.34.23.112 belong to VLAN 1. 
*Multicast IP Addresses 
Some VLAN vendors use the multicast IP address (see Chapter 21) as a membership 
characteristic. Multicasting at the IP layer is now translated to multicasting at the datalink 
layer. 
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*Combination 
Recently, the software available from some vendors allows all these characteristics to be 
combined. The administrator can choose one or more characteristics when installing the 
software. 

• Advantages 
There are several advantages to using VLANs. 
*Cost and Time Reduction 
VLANs can reduce the migration cost of stations going from one group to another. 
Physical reconfiguration takes time and is costly. Instead of physically moving one station 
to another segment or even to another switch, it is much easier and quicker to move 
it by using software. 
*Creating Virtual Work Groups 
VLANs can be used to create virtual work groups. For example, in a campus environment, 
professors working on the same project can send broadcast messages to one 
another without the necessity of belonging to the same department. This can reduce traffic 
if the multicasting capability of IP was previously used. 
*Security 
VLANs provide an extra measure of security. People belonging to the same group can 
send broadcast messages with the guaranteed assurance that users in other groups will 
not receive these messages. 
 
 


